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INTRODUCTION

The determination of which schools are operating most effectively
in terms of student development has always been of interest to educators
and the general pubiic. In reczent years, the question has been receiving
more attention due to the increasing demand for accountability. Spurred
by the results of the controversial Equality of Fducational Opportunity
study (Coleman, Campbell, Hobson, McPartland, Mood, Weinfeld, & York, 1966),
many school effect studies have been conducted over the past several years.
It appears that the issue of determining school effectiveness will continue
to be an important one in the future.

At the present time, tnere appears to he a need to provide for
researchers some guidelines as to the state of the research in school
effectiveness studies. The purpose of this paper is to present some of
the methodological considerations that must be made in such a study.

Firs~, some assumptions which seem to be necessary are briefly
discussed. Two general theoretical models are then presented to offer
the researcher an overall strategy for handling such a study. Next, si:x
statistical moc .1s which provide possi*le methods for the romputation of
effectiveness indices are proposed and critiqued. Finally, several other
tec..nical considera:ions involving sources of error, identification of
predictors, choice cof input and output, unit of analysis, type of samples,

and the kind of analysis to be performed are briefly discusced.



~2-

Since the raper is intended merely to acquaint the school-
effectiveness researcher with some of the problems he will encounter,
discussion of each of these issues is kept to a minimum. An explicit
and complete "how to'" guide is beyond the scope of this paper. In
addition, statistical considerations are kept to a minimum, although
the researcner should realize that such studies will involve a good
deal of statistical work. It is assumed that the reader is familiar
with the fun<amentals of the analysis of covariance and multiple linear
regression.

Befoi> proceeding further, a distinction should be made between
two related, out different, aspects of trying to determine which schools
are more effective than others. Some researchers are interested in the
question: Which school characteristics are the best predictors of student
progress? The related question which immediately follows is: Given
these predictors, which schools are more effective than others? The
former is essentially an hypothesis testing problem in that the researcher
hypothesizes that a particular school variable does influence student
progress, and then proceeds to test that hypothesis. On the other hand,
the latter 1s essentially a prediction problem since it involves com-
parisons on the dependent variable. That both are related is clear.
Effective predictors of student progress must be identified, so that they
can be used in the determination of effective schools. If the attempt
to make this determination is done in the absence of effective predictors,

then the results of the analysis may lead to erroneocus conclusions about
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which schools are more effective. The major thrust of this paper will

concentrate on models used to rank schocls in terms of effectiveness.

SOME ASSUMPTIONS

Prior to presenting the general theoretical models, the statis-
tical models and the other technical considerations, several assumptions
which the researcher should realize that he must be prepared to make in
conducting a school effectiveness study should be made expl .cit.

The first assumption 1s that there are real differcnces in
effectiveness from school to school along at least one dimension.
Furthermore, that dimension can be identified. The researcher must
assume that the dimension chosen on which to compare schools in terms
of effectiveness is one along which the schools really differ. When
a difference is observed after application of one of the models, at least
part of the difference is due to differential effectiveness and not
merely to artifacts of the statistical methnd employed. So, there are
real differences present, and the model is helping to make them explicit.

The second ass mption is that measurable output variables can
be determined which will adequately represent a dimension along which
schools are differentially effective. For exampley suppose that math
achievement is one such dimension. Any output variable that 1s used as
a measure of math achievement is in reality only a substitute for math
achievement. It is assumed that the score on the math test auequately
represents the dimension of math achievement, and that schools can be

ranked on this basis.
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The third assumption 1s that measurable differences in student
outcome are attributable to measurable differences in schcol variables
which can be manipulated. This appears to be a basic assumption of
such studies. If schoo! variables which influence change in stude%t
outcomes cannot be identified, then there may not be really such a
thing as a school effect. If schools turn out to be differentially
effective, not because of what they are or what they do, but merely
because of the type of student they have or the neighborhood in which
they are located, then school effectiveness may be a misnomer. Fuither-
more, if the effective school variable cannot be manipulated, school
effects studies become an exercise in frustration. However, this latter

consideration may concern the administrator more than the researcher.

The fourth assumption is that, given the goals or objectives against

which the schools are to be compared in terms of effectiveness, all schools
considered in the study are trying to maximize the =ame group of goals

or objectives for al!l students. There is certainly a problem with this
assumption, and the researcher should be aware of it. Priorities do vary
among schools, and to the extent that emphasis of basic goals is different,
any attempt to compare schools on these will be inadequate. This realiza-
tion should encourage the researcher to select those dimensions of com-
parisons which are time-honored in most schools. For example, most schools
have as an objective to increase the basic reading ard math skills of

their students. FEmphasis here may vary, but probably not to the extent
that it would in areas such as moral development or physical fitness.

The seriousness of failing to meet this assumption depends on the purpose

of the study. In studies designed to identify effective predictors,
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variables may emerg~ as important only because of the different emphasis
given to the goals represeuted by the dependent measures. This may in-
troduce or perpetuate the use of improper predictors. On the other hand,
in studies designed to identify effective schools, this failure is likely
to result in the obvious finding that schools which do not place much

emphasis on the particular goals show up to be less effective.

THE GENEKAL MODELS

Standardized tests of acadenic achievement have long been used for
evaluating the etfectiveness of an individual school or school system.
Typically, the approach has been to compare the mean performance of the
school »r system with some local or national norm, and to assume that the
discrepancy between the twe measures constitutes an indication of the effec-
tiveness of the school or system. There are many problems associated with
this method, not the least of which is that only cutput is considered, and
probably only achievement output, and such variables as entering student
characteristics and what goes on in the school are completely neglected.

In th- following secticns, two general theoretical models which
treat output as a function of input and other variables are reviewed.
These models are rather similar and differ only in the way they conceive
the relationships. They are offered to the researcher as general plans
for determining school effectiveness. Later, specific statistical models
which may serve as tools within the context of the two general models

will be discussed.



The Dyer Model

An intuitively pleasing theoretical model for handling the
determination of school effectiveness has been offered by Henry Dyer.
Dyer (1966), in outlining a technique for the evaluation of school
systems for Pennsylvania, suggested that a discrepancy measure of school
system effectiveness mirht be based on the deviation between the mean
achievement scores actually found at any grade level, and the mean

achievement scores predicted from measures of previous student achievement

and the hard-to-change conditions that presumably affect the learning
process. Dyer has since elaborated on this concept (1966, 1967, 1969,
1970a, 1970b, 1972a, 1972b, 1972c), and the model has become known as
the Dyer Accountability Model or the Student Change Model.

Four groups of variables are considered by the model:

1. Output - the performance of students at the end of a particular
phase of schooling. Output consists of all the measured characteristics
of students as they finish a particular phase of their schooling: command
of basic skills, state of health, appreciation of their roles as citizens,
attitudes, interests, achicvement in various areas, aspirations, social
behavior, moral development, and so on.

2. Input - the performance of students at the beginning of some
particular phase of schooling. Input basically consists of initial mea-
sures along thc same dimemsions as the output variables.

3. Surrounding Conditions - what went on outside the system that
may have helped or hindered the development of the students. Surrounding
conditions can be divided into home variables, school variables, and com-

munity variables. Some of these will be classified as easy to change,



while others are hard to change. This distinction is important in Dyer's
application of the Model, since the hard-to-change conditions appear as
predictors in the regression system, while the easy-to-change conditions
are used tn discover ways to improve the system.

4. Process Variables - what went on inside the system that may

have been productive or counterproductive. These are closely related to
surrounding condition variables and are frequently confused with such.

It is important to distinguish these in Dyer's use of the Model. For
example, the number of books in the school library is a measure of school
conditions, while the rate at which the books are actually used is a mea-
sure of process. Similarly, the math teachers' backgrounds and experiences
are measures of school conditions, while the number of creative projects
they stimulate in the students is a measure of process.

A scheme needs to be developed to rank schools on effectiveness
based on relationships between thece variables. Later on in this paper
several such schemes are discussed. Dyer conceived the model to be used
in the following way. The regression of output on input and the hard-to-
change surrounding condition variables is obtained. Residuals are calcu-
lated by taking the difference between the observed output (0) and the

predicted output (0). An index (I) is then computed as follows.

SD
/' n
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where, 0 is the output mean for a school
0 is the predicted ocutput mean for the school
SD is the average within-school standard deviation on the output
n is the average number of students per school on the output.
Performance indices (PI) are defined as follows: (Dyer, Linn, & Patton,

1967)

I < -1.5, PI = 1

-1.5 < I < -.5, PI = 2
-.5 < I < .5 PI = 3
.5 < I < 1.5, PI = &

1.5 < 1 s, PI = 5,

The Pl's are then used to identify schools that seem to be per-
forming either above expectation or below expectation with respect to a
particular class of educational outcomes. After such schools have been
identified, the strategy is to investigate the easy-to-change surrounding
condition variables and the process variables in order to try to account
for the differential performance.

Dyer (1970a) provides the following hypothetical example for a
school system. Suppose performance indicators are calculated for four
levels of a system using five different output measures. These are
summarized in Table 1.

The system secms to be doing better in some areas of student
development than in others, For example, at the senior high level (10-12),
academic development and physical fitness show up high with indicators

of 5, while vocational development and social behavior are low with
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TABLE 1

HYPOTHETICAL MATRIX OF PERFORMANCE INDICATORS FOR FOUR LEVELS
OF A SCHOOL SYSTEM USING FIVE OUTPUT MEASURES

= -
Self Under-
Qutput Standing Academic  Social Vocational Physical
L Self Develop-  Behavior Development Fitness
Leve Acceptance ment
10 - 12 3 5 2 2 5
7-9 4 5 2 4 4
4 -6 2 3 3 2 5
1-3 1 5 4 2 5

indicators of 2. Overall, physical fitness and academic d¢ elopment seem
to be the strong points of the system. In additicn, the matrix seems to
indicate that the system is more effective at some levels than it is at
other levels. For example, the junior high level (7-9) seems to be doing
a better job in promoting student self concepts, than is the primary level,
In summary, the Dyer Model views output as a function of irput and
hard-to-change surrounding conditions. Performance indires 'are calculated
for each school or system aiong a number of output dimensions. Schools
with higher performance indices are judged more effective than schools
with lower ones for specified values of the predictors. Once effective
schools have been identified, the easy-to-change surrounding conditions
and the process variables are investigated in order to provide clues as

to why these schools are more effective than the others.
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Production Process Mouel

Tne Production Function originates in the economic literature
and was rirst applied to school effects studies by Burkhead, ¥ox, and
"lwlland (1967) in their study of input and output relationships in
large city school systems. Since ther the Production Function has been
applied to schocl studies by Hanushek (1970, 1972), Hanushek & Kain
(1972) and Levin (1970).

Basically, the model can bz represented by the following:

Aie = EUFiy Sicey Piceye Cieyr e

where, Ait represents achievement of student 1 at time t;

Fi(t) renresents the indiviaual and family background variables

averaged over the time interval of the study;

S
i(t) represents the school characteristics averaged over the

time interval of the study;

pi(t) represents the peer group variables averaged over the time

interval of the study;

Ci(t) represents the community or extermal influences ave.aged
over the time interval of the study;
I, represents the initial student achievement measure or the
innate student ability;
f represents the functional relation of all the predictor
variables to achievement.
Thus, achievement is viewed as a function of family background, school
characteristics, community and external influences, and initial student

achievemcnt and/or innate ability.
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A clarification of some of the elements of the model is in
order at this point. Achievement is the output variable in the above
representation. Actually, any output variatle consistent with the
goals of the schools to be compared could be used in place of achievement,.

Individual and family background variables would consist mainly
of socio-economic (SES) variables and include such considerations as
parents' education, family income, father's occupation, type of goods
in the home, location of neighborhood, family size, parents' aspirations
and attitudes, and so on.

Schooi characteristics include such variables as teacher character-
istics (average age, salary, experience, education, etc.), school resources
(audio-visual equipment, library facilities), administrative characteris-
tics (philosophy of principal, guidance services, discipline procedures),
and so0 forth.

Peer group inputs refer to aggregaces of the family background
measures of the other students in the school, especially rheir educational
and occipatirnal aspirations and expectations. The need for this vari-
able hecame clear in the Fquality of Educational Opportunity Study by
Coleman, Hobson, McPartland, Mood, Weinfeld, & York (1966). Hanushek
(1972) also found this variable quite important ip his study.

Community or external influence variables include the type of
neighhornood in which the school is located, the attitude of the community
toward education, the tax rate to support education, the amount of com-
munity involvement in the schools, and so forth.

Student input refers to ability measures or initial measures of

the type of variable being considered as outcome.
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The Production Process Model recognizes that education can be
viewed as a process in which various variables, both individually and
Jointly, act to produce outcomes. Users of this model are most inter-
ested in identifying the varisbles that can be manipulated so as to
affect certain ocutcomes. Thus, for policy purposes, fawily background
variables, community variables, student inputs, and, tc a lesser extent,
peer group variables are not as interesting as school variables, since
they are not amenable to direct manipulation. It is the class of
school variables and how they relate to the educational process that
most interest the policy makers.

Thus, the Production Frocess Model is very closely related to the
Dyer Model. School characteristics variables would include what Dyer calls
process variables and also some of the surrounding condition variables,
both easy and hard to change. Both models recommend studying the process
variables, the easy-to-change condition variables, and the manipulatable
school characteristic variables as the key to increasing effectiveness.
The models differ in their determination of outcome. The Production Pro-
cess Model uses all variables to determine outcome, while the Dyer Model
uses only input and hard-to-change conditions.

The researcher is encouraged ®o use one or both of these models
as a general strvategy in approaching a school effectiveness study. Both
seem to provide logical guides as to what classes of variables the re-
searcher might consider, and wow each of these can be used effectively
in the determination of effective schools. The remainder of this paper

deals with the statistical tools and other technical considerations which
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are necessary to carry out suct studies. Once the researcher has posses-
sion of these tools, both of these general models should prove useful in

providing guidelines for the ccmpletion ot a school effectiveness study.
THE STATISTICAL MODELS

Six models are proposed as plausible ways to estimate school
effectiveness indices. Each model will be briefly described along with
an explanation as to how it would be used to determine effectiveness.
After all of the models have been presented, each will be discussed
separately. Throughout this section,in the interest of uniformity and
simplicity, the following notatiomn will be employed:

Y - represents the dependent variable or the measure of tne parti-
cular outcome under consideration. When multiple outcomes are considered,
a vector of dependent variables is appropriate and can be denoted by Y.

Y - represents the rfamily of input variables or initial status
measures on the student for any given outcome. When wore than one input
is used for a single outcome, X can represent a cullection of Xi’s, i =1,n,
where n is the number of inputs for each outcome. When a vector of single
inputs 1is used with a vector of outcomes, the notation used is ¥X. Whz2n a
vector of inputs each corsisting of wore than one input is needed, the
notation is Xi'

W - :;presents the collection of the families of all the other
variables identified by the general model known to be related to the out-
come. Thus, W includes measures of family buockground variables, school
variables, pecr group variables and community variables. Ordinarily,

several particular measures of these variables will be included in the
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equations used, therefore W usually represents several such W When

5
a vector of outcomes Y is used, W is represented by the corresponding
vectors W or Wi, whichever 1s appropriate.
The relationships that follow will be written in terms of Y, X,
and W without subscripts or vector notation. However, the reader should
keep in mind that X and W represent collections of variables, and ordinar-
ily more than one variable from each collection will be included in the
relationships. Likewise, it 1is possible for multiple dependent measures
{outcomes) to be used. 1Ir this case, Y, X, and W all are vectors.
Finally, some school and community variables are often defined
so as to be constant for all students irn a given school. For example,
if the tax rate for the community in which the school was located were
used as a predictor, the same value would be used for all the students in
the school. Such constant predictors cannot be used in those models (1, 2,
3, and 5) which use individual student scores instead of school means. If
it 1s not possible to redefine these predictors so as to allow some variation,

they must be deleted from these models.

Model 1: Analysis of Covariance (ANCOVA)

For each school, a prediction e-<uation is obtained from the regres-
sion of the individual outcome scores Y on the appropriate covariates X
and W, under the constraint that the least squares estimates for the
coefficients of the covariates, b and c, are the same for each school:
Y'=a+bX+cW
where, ¥' 1s the predicted outcome for an individual student,

X and ' are measures of the respective covariates for that individual,
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b and ¢ are the least squares estimates of the coefficients of
the covariates (in gzneral, these will be vectors),

a Is the least squares estimate of the intercept for the school.
The intercept, a, will most prrbably be different for each school and can
be calculated for each school as follows:

a=Y-bX-cW,

where, Y, X, and W are the respective means for the particular school on
the outcome measure, the input measure, and the school measure.

Because of the assumption that the coefficients of the covariates
are the same for each school, the planes (lines, if only one covariate is
used) obtained for each school will be parallel. Therefore, the differ-
ence between the intercepts for two different schools can be used as an
effectiveness index. Schools 1 and ] have differen% effectiveness indices

if the hypothesis:

can be rejected. The significance test is standard (Winer, 1971, p. 772).

Model 2: Within-School Regression
(Non-standard ANCOVA)

For each school, a prediction equation is obtained from the regres-
sion of the individual ouvtcome scores Y on the appropriate predictors X and
W:

Y'=a+bX+cW.
Here no assumption is made concerning the coefficients of the predictors
being the same for each school. The planes (lines) obtained under this

model for each school will not be parallel. Hence this model allows schools
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to be tested for differential effectiveness at various v-lues ~f X and
W, say Xo and Wo.
An effectiveness index can be defined for each school as follc 's:
EI. =Y -b (X - -c (W-
be Y-b (X Xo) c (W wo)

where, (xo,wo) is the point at which the different schools are to be
compared for effectiveness. Normally, several such ordered pairs will
be of interest to the researcher. For tre same reference point, two
effectiveness indices are significantly different if the confidence inter-
vals on the two regression lines do not overlap (Draper & Smith, 1966,
pPP. 22-23).
Model 3: Within-School Regression Corrected

for Unreliability of the Predictor Measures
(Corrected Non-standard ANCOVA)

This model is the same as Model 2, except that the least squares
estimates of the coefficients of X and W are corrected for the unreli-
ability present in these measures. The correction is made by dividing
the coefficients by the reliability of the measure of the predictor
(McNemar, 1969). The effectiveness index 1s then defined as follows:

E.I. =Y -b (X - Xo) - c W - Wo)
r T
XX ww
where, Tox and L represent the reliability of the measures X and W,

respectively. Because of the correction for unreliability, nc standard

test is available to determine the difference between two E.I.
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Model 4: Mean Difference Scores (Raw Gain)

For each school, the difference between the mean of the input
measure X and the mean of the outcome Y is obtained:
E.I. =Y - X.
This 1s the average raw gain from initial to final status for each school.
The test for determining whether two E.I. are significantly different

can be found in McNemar (1969, pp. 97-98).

Model 5: Individual Regression Residuals

For the total group, a prediction equation is obtained from the
regression of the individual outcome scores Y on X and W:
Y'=p+qX+rW
where, Y' is the predicted outcome for an individual student,
X and W are measures of the respective predictors for that individual
q and r are the least squares estimates of the coefficients of the
predictors based on the total group (once again, in general, q
and r will be vectors),
p 1s the least square¢ - estimate of the intercept of the regression
line based on the total group.

The residuals for individuals are obtained by subtracting the
observed outcome Y from the predicted outcome Y'. The effectiveness index
for each school 1is then calculated by averaging the residuals for the
individuals in that school. Symbolically:

1 k
E.I. = X )X [Yi - (My -q Mx -r Mw +qX+r W

i=1

= T-M)-q E-M) - (F-M)
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where, My, Mx’ and Mw are the means for the total sample on each of the
measures; ?, X, and W are the means for the particular school on each
of the measures; and k 1s the number of students measured in the par-
ticular school. No standard test is available to test the difference

between two E.I. The researcher may choose to use an adaptation of the

test suggested for Model 6 by Dyer, Linn & Patton (1967, pp. 58-59).

Model 6: School Regression Residuals

For the toral group, a prediction equation is obtained from the
regression of the mean outcome Y for each school on the mean predictors
X and W for each school:

Y'=p' ' +q¢' X+1'W
where, p', q', and r' are the least squares estimates of the coefficients
when means are used instead of individual observations. These will
generally be different from the coefficients obtained in Model 5. The
residuals for schools are obtained by subtracting the observed mean

outcome Y from the predicted mean outcome Y'. The residual 1is used as the

effectiveness index. Symbolically,
= (T — M' - A" (Y _ M'Y _ ' (U M!
E.I. = (Y My) q' X Mx) r' (W Mw)
where, M;, M;, and M& are unweighted averages over the schools on the
particular measure. No standard test is available to test the difference

between two E.I. Dyer, Linn & Patton (1967, pp. 58-59) outlined a

procedure for testing this difference.
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CRITTQUE OF EACH STATISTICAL MODEL

Model 1: ANCOVA

The analysis of covarlance was introduced by Fisher (1932) to
handle situations in which intact groups were used, that is, when subjects
were not randomly assigned to groups. Fisher required that the treatments
be randomly assigned to the groups, however, in ozrder to assure that the
relationship between the covariate and treatment levels was no more than
chance. A crucial assumption of ANCOVA, the homogenelty of covariate
coefficients from group to group (parallel lines, planes, or surfaces),
was thus expected to hold in most cases (Evans & Anastasio, 1968). Gross
violations of this assumption invalidates the analysis (Elashoff, 1969;
Winer, 1971)3 however, McNemar (1969) claims that probably minor viola-
tions are tolerable. Both McNemar (1969) and Winer (1971) recommend
that ANCOVA be used with intact groups only when it is possible to ran-
domly assign treatments to groups.

In the past, ANCOVA has been used with intact groups where treat-
ments were not randomly assigned to the groups. Werts & Linn (1969) point
out that most schiol effects studies fall into this category. The groups
are the students and the treatments levels are the schools, and schools are
not usually randomly assigned to students. In fact, there 1s some evidence
to believe a systematically blased assignment is usual (Michelson, 1970;
Spady, 1973). In these situations a strong relationship usually results
between tne treatment effects and measures of the covarlate (Evans &
Anastasio, 1968). When this occurs, the assumption of homogeneity of

regression is generally untenable. The danger of using ANCOVA in this
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situation is being recognized more and more in the literature recently.
(See, for example Antiqullah, 1964; Campbell & Erlebacher, 1970; Cronbach
& Furby, 1970; Elashoff, 1969; Lord, 1967, 1969; McNemar, 1969; Werts

& Linn, 1971; and Winer, 1971.)

Note that the problem here concerns the relationship between the
covariate and the treatment levels, and not the relationship between the
covariate and the outcome. 1In fact, a high correlation between the co-
variate and the outcome is uswvally desirable.

Sprott (1970) attempted to soften this criterion by arguing that
the criterion shculd be that treatment is known not to influence the co-
variate. The expected value of the correlation between the treatment
and the covariate is zero in the population. However, Harris, Bisbee, &
Evans (1971) claim that this argument rests on an unconventional random
effects ANCOVA model.

On the other hand, Jennings (1972) and 0'Connor (1972) recommend
the use of ANCOVA over analyses based on change scores or residual gain
(Models 4, 5, and 6). O'Connor claims that using change scores or re-
sidual gain scores gives the same results as ANCOVA, or results that
are more difficult to interpret.

In summary, Model 1 appears to be only of limited use due to the
assumption of homogeneity of regression. When dealing with existing groups
of students in schools, this assumption is particularly restrictive.
Furthermore, the more schools one has or the more covariates that are
used, the more untenable is the assumption. Uncritical use of Model 1

is to be avoided, unless the researcher is able to determine from his
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data that the departures from the assumption of homogeneity of regression
are not gross. It appears that a superior alternative is available, and

that 1s Model 2.

Model 2: Non-standard ANCOVA

Model 2 1is similar to Model 1, except no assumption is made about
the parallelism of the planes from school to school; that 1is, the assump-
tion of homogeneity of regression 1s not required for this model. In the
preceding section it was noted how restrictive this assumption is and how
untenable it is in most school effectiveness studies.

Model 2 does not permit the calculation of a single overall effec-
tiveness index for each school. Because the planes representing each
school are not necessarily parallel, the intercept 1s not to be used as
an overall effectiveness index. Instead, many effectiveness indices are
possible for each school. These are all contingent upon what values of the
predictors are inserted into the model. This allows for the possibility
that some schools are better for students high on one or more predictors
than for those that are low on these predictors. This seéms to be consis-
tent with reality and prior research findings (Dyer, Linn & Patton, 1969).

A simple example may help to clarify this point. Suppose that
only one predictor is used. Each school is represented by a line, and
the coefficient of the predictor is the slope of that lire. Dyer, Linn
& Patton (1967) nc e that schools in which students low on the predictor
show larger gains than those high on the predictor will be represented
by a 1line with a relatively flat slope. If the gains are larger for
students high on the predictor, the slope of the line will be relatively

steep. In Figure 1, for example, School A appears to be more effective
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FIGURE 1

WITHIN-SCHOOL REGRESSION LINES FOR TWO SCHOOLS

Outcome (Y)

School A
School B
— + —— Predictor (X)
X - 20 X X+ 20

than School B for students high on the predictor (X + 20), while School

B appears to be more effective than A for ctudents low on the predic-

tor (X - 2 ). It appears from Figure 1, that for some range of scores
about the mean on the predictor (X), both schools are equally effective.
Thus, any attempt to produce a single index for School A for all students
and one for School B for all students would be misleading.

The use of this model is particularly advantageous when one 1is
interested in comparing schools only at selected points of interest. For
example, consider a situation in which initial achievement, SES, teacher
experience, and wealth of the community are the predictors. A researcher
might be interested in deterﬁining the relative effectiveness of schools

for students who are one standard deviation below the mean on initial
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achievement and on SES, and who have a teacher with an experience

measure one standard deviation above the mean in a school in a neigh-
borhood of above average wealth. He might expect different results

than if he looked at the same students with teachers who have an experi-
ence measure one standard deviation below the mean in schools in the same
type of neighborhood. Model 2 will allow such comparisons, and for that
reason it is particularly appealing.

Dyer, Linn & Patton (1967) contemplated using Mcdel 2 in a pilot
study to test some of the technical questions concerned with the Dyer
Model. Howeve:r, probably because of the massive data collection involved,
they did not use the model in the study. Herein lies a major problem
with this model. A measure for each studenc on each outcome and predictor
must be obtained. Therefore, a search of student records is a must,
along with the possibility that if certain information is not present in
the records, juestionnaires to parents, schools, and community officials
would have to be employed. '

Another problem is the possibility that effective predictors for
one school are not effective predictors for another. One alternative
here is to use only those predictors found effective for each school.
This is not a satisfying alternative, since schools with a different
set of predictors cannot be compared (their planes will be in different
spaces). A second alternative is to use as predictors for every school
any of those found effective for a given school. This enables direct
comparison of all schools; however, the number of predictors may be

large. This will undoubtedly lead to difficulties in interpretation
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and sample size. A third alternative is to use only those predictors
common to each school. Again, direct comparisons can be made between

the schools. However, problems of model specification1 enter here along
with the outside poss'bility (not likely, however) that no common effec-
tive predictors can be found. A fourth alternative 1s to decide a priori
what predictors will be used. This has been the approach used in the
past, and the one predictor selected has been initial status (cf. Rock,
Baird & Linn, 1972; and Marco, 1973). For most initial school effective-
ness studies this alternative is probably the most feasible; however,
problems with model specification will undonubtedly be encountered.

Another problem involves the selection of the comparison points.
In the case of one predictor, such choices as the mean, or one standard
deviation above or below the mean may be reasomable. The problem becomes
more complicated when several predictors are used, since an independent
decision must be made concerning each one, giving risc to many possible
combinations. The researcher should provide some rationale for his
cholces. If he does not, his results can be challenged simply by noting
that his choices were inappropriate.

Yet another problem with the model concerns the accuracy of the
prediction. The number of predictors, the sample size, and the distance
that any component of a particular reference point is away from its
respective mean all iInfluence the accuracy of prediction (cf. Draper &
Smith, 1966, pp. 22-23). TFor example, consider the one predictor
situation depicted in Figure 2. The dotted lines represent the confidence
intervals about the prediction line. Note that the further away the

reference point is from the mean, the wider the confidence interxrval.

1
Model specification is discussed later in the paper.
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Also, the smaller the sample size is, the wider the confidence interval.

FIGURE 2

CONFIDENCE INTERVALS BASED ON SAMPLES OF 20
AND 100 FOR A LINEAR PREDICTION LINE
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This situation has some implications for the calculation of
cffectiveness indices. If iwo confidence intervals overlap, then it is
not possible to state that the two schools have different effectiveness

indices. 1If the samples are small, especially in the situation where

several predictors are used, it may not be possible to get confidence
intervals which do not overlap. This is especially “rue as the refcrence
points chosen move farther away from the mean. In these cases, the ef-
fectivenc.ss index as defined by Model 2 would not operate efficiently.
Another consequence of this problem occurs when the stability
of the indices is investigated. Stability here simply means that if
schonl A shows up more effective than school B with one sample, then,
given that all circumstances are the same, cchcol! A should shcew up more

effective than school B if another sample is used. Stability has been




~26-

approached in two dirfferent ways in the literature. ©D:er, Linn & Patton
(1969) and Marco (1973) have used the method of randomly dividing the

sample in half and computing indices based on each half. Forsyth (1973)
used samples based on two consecutive years to estimate stability. Marco
was the only researcher to estimate the stability of indices using Model

2. He found that the estimates were rather unstable with high and low
ability students (measured by one standard deviation above and below the
mean on input, respectively). This instability is most probably due :o

the width of the confidence intervals at those particular points, especially
since some of his samples contained as few as 17 students.

In conclusion, Model 2 is intuitively pleasing since it allows
indices to be computed for selected vuiues of predictors. Also, it pro-
vides for differential comparison of schools at these points. This seems
to be more in keeping with reality. Furthermore, no restrictive assump-
tions are placed on the model. The problems with the model center around

data collection, specification of predictors, choice of points of comparison,

sample size, and stability of the estimates. If the researcher is able
to solve most of the problens satisfacterily, it appears chat Model 2

can be very useful in determining the relative effectiveness of schools.

Model 3: Corrected Non-standard ANCOVA

In classical linear prediction theory, the predictor wvariables
are considered fixed and measured without error (Winer, 1971). This
being the case, it seems that correction for unreliability in measures
assumed teo have no measurcment error is contradictory. Realistically,
however, the researcher knows that the predictors are not measured with-

out crror. tHe may even be able “o estimate how unreliable his measures
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are. Thus, the researcher is faced with a decision: should the coeffi-
cients be corrected or not?

It is well known that unreliability in any independent variable
will bias the weights of all variables toward zero (Cain & Watts, 1968,
1969; Hanushek, 1970; Werts & Linn, 1970; Werts & Watley, 1969). For this
reason, Bereiter (1963), Linn, Werts, & Tucker (1971), and Werts & Watley
(1969) suggest that the weights be corrected using the usual formula for
attenuation (McNemar, 1969). O'Connor (1972) argues that the weights
should bLe corrected only if the object is to interpret the contribution
of the variables. However, if the interest is merely to predict the
criterion, then the weights should not be corrected. This latter inter-
pretation seems to be keeping with the strict classical view of linear
prediction.

When the researcher is interested in comparing groups not
formed at random, Cronbach & Furby (1970) argue for the regression cf
true culcome status oun true predictor status. Essentially, Model 3
does that.

Marco (1973) included Model 3 among several others in computing
effectiveness indices. For his data, he found that the results obtained
with Model 3 did not deviate appreciably from those obtai..ed with Model
2. However, tie reliability of the one predictor that he used in the
study was .97. Thus, the correction for unreliability was negligible.

In his report, Marco did present an interesting rationale for
correcting the weights. Consider two groups which have the same observed
slopes and intercepts (thus, the same prediction line), but different

Q input and outcome means as in Figure 3. When the slopes, and therefore
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the intervcepts, are corrected for unreliability in the input measures,
the slope of c¢ach line will increase, and the expected value for the
group with the lower mean will be lhigher for any reference point. With-
out correcting, the two schools would be judged equally effective. When
the correction is made, i1f it is substantial enough, the school with the

lower input mean will be judged more effective,

FIGURE 3

COMPARISON OF "TRUE" AND OBSERVED PREDICTION LINES FOR
TWO GROUPS WITH DIFFLRENT INPUT AND OUTCOME MEANS

Qutcome (Y)

LCorrected (Group 1)

P . “Corrected (Group 2)

Observed

Input (X}

Thus, the rescarcher is faced with a dilemna. If he decides
not to correct and assumes errorrfree meansures, he is in agreement with
classical theory, but probably not with reality. If he decides to correct,
any test of significance made on the corrected values has no foundation
in the lipnear prediction theory and may be precarious. Probably the best
approach is the couservative one of assuminz error-free measures and
proceeding as though these were present. In this case, Model 3 gives way

to Mncel 2. However, if the researcher decides to use Model 3, he should
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admit in his report that the statistics used to test for differences

have no foundation in linear prediction theory.

Model 4: Mean Difference Scolres

At first glance, Model 4 is rather appealing for assessing school
effectiveness, since it makes use of a direct measure of change from
initial to final status. This appears to be exactly what the researcher
desires. Effective schools obviously produce more change than ineffec-
tive ones, therefore the direct assessment of change should be an ideal
way to determine effectiveness.

Despite their intuitive appeal, measures of raw gain have some
dirficulties associated with them. Thorndike (1924) was the first to
indicate that change scores are generally correlated with initial status.
Most of the time the correlation is negative. Thus, schools with low
mean scores on the input will have an advantage under this model, since
they are likely to gain more. Of course, if a positive correlation
happens to exist, schools with high mean scores on the input will have
the advantage. O'Connor (1972) notes that such positive correlations
are rarely found. The warning about use of measures of raw change appears
frequently in the literature ( see, for example, Bereiter, 1963; Cronbach
& Furby, 1970; Glass, 1968; Jennings, 1672; lord, 1963; 0'Connor, 1972;
Rosa, 1972; Traub, 1967; Webster & Bereiter, 1963; and Werts & Linn, 1970).

Cronbach & Furby (1970) note that rav change scores are system-
atically related to any random error of measurement. They argue that
change scores are rarely useful, and advise strongly against their use.

Lord (1963) notes that the bias in change scores is not likely to be
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arge, uniess the pumber per eroen 00 caall,  However, he concludes that
it is teviter to aveold thclir use.

Marco «1873) {mpiiced that semetimes tho bias in chaape scores can
fead to an uwrbiased measure of cffectiveness. This would occur when this
bias counterhulanced bias from other sources (sce, also, Campbell &
Erlebacher, 1971). However, he itery no eriteria as ‘o ~hen this happens
ana now to detect it. Thus, bis arv ment aprecrs rash.

The use of mewn difterency rcores as a wmeasure of efi ctiveness
has not beon widely usad in schicl ¢ udies. Dver, ¢t al. (v97) considered
usipn difference scores rather than rowiduais in their pilot study. How-
ever, the published resvits ot the pilot study (Dver, et «1., 1969) in-
dicated that residual srores hald been used.

Marce~ (1972) used thix modc] in his comparison oy ¢ffectieness
indices. He found a4 negative correlation (-.10) between the mean dicfer-
e¢nce score and the fnitial status mean. MHe also found that the correlations
between the indices determined bv this model and these dotermined by Model
6 was .9%96. Marco élso investigated the stability of the indices as de-
terriined by random halves and found satisfactory results. However, his
ugse of students somewhat below averape on initial status and the short
time interval of six months between initial and final measures may have
blased the results.

1n summary, the use of change scores has been advised against
constantly in the literature. Bias is present, and hcw the bias will
affect the results in unknown. Furthermore, a fundamertal assurntion

in using this model is that in the absence of treatment (i.e., schools)

absolute gailn would be the same for all studcnts (Camphell & Frlebacher,
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1970). 1In school effects studies this assumption is hardly met due to
the other influences that are known to affect output. Hence, use of
this model is not recommended despite its intuitive appeal. If the

researcher decides to use it, the results should be interpreted with

caution.

Models 5 and 6: The Residual Models

The Individual Regression Residual Model (Model 5) and the School
Regression Residual Model (Model 6) will be discussed jointly because of
their similarities. The two models are basically the same, except that
in the former, individual scores are used and the obtained residuals
averaged for each school to obtain an effectiveness index, while in the
latter school means are used and the obtained residuals are the effec-

tiveness indices. O'Connor (1972) shows by a simple proof that the

results obtained from each method will not be identical, hence the
need for both models.

The use of residual models in determining effectiveness indices
seems approﬁriate, since the use of a residual score is primarily a
way of singling out individuals who changed more or less than expected.
This is exactly the intent when one searches for a measure of effective-
ness. The assumption is that more effective schools produce larger amounts
of change than expected.

Residual models have been frequently used in the past to determine
the relative effectiveness of schools. Dyer, et al., (1969) used both
Models 5 and 6 in a pilot study. Using a separate analysis for each of
the six dependent measures, they found correlations between the deviations

obtained by each model to range from .83 to .98, with a median correlation
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of .93. On the basis of this they concluded that the methods were
basically interchangeable.

Dyer, et al. also studied the stability of the estimated indices
by using random halves of each school system considered. Thbey found the
residuals from Model 5 to be slightly more stable than those in Model 6.
The median correlation in Model 5 was .78; in Model 6, it was .72. Due
to the slight difference in results from the two models, the authors re-
commended the use of Model 6 because of the relative ease of obtaining
the necessary measures.

Marco (1973) used both models in his investigation of several
effectiveness indices. Using reading scores as the dependent measure,

he found the correlation between the two methods to be .96. Marco used

ANOVA procedures (Winer, 1971) to estimate the reliability of the
indices obtained from each model. The reliability estimate for Model
5 was .85 and for Model 6, .83.

O0'Connor (1972) recommends that school means be used to compute
residuals for comparing schools. He also notes that it is preferable
that all groups have the same size, otherwise the residuals may vary
greatly in their variance and reliability. From the results of the
above studies, it appears that the application of Models 5 and 6 lead
tc Yasically the same results. Model 6 is more practical because of
the ease of data collection. Forsyth (1973) znd Burke (1972} have used
Model 6 in their studies.

The use of residual models has not found general favor in the
literature. Jennings (1972) claims that there is no good reason for.

doing residual gain analysis in place of ANCOVA. Werts & Linn (1971b)
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counter that it is preferable to adopi a regression approach rather

than use ANCOVA with {its assumptions violated. However, Jennings notes
that 1t is easy to construct data in which the slopes {u: ilie iwo groups
are different such that the results of the residual gain analysis are
flatly contradicted by the data. Richards (1966) claims that residual
scoreg are notorilously unreliable and subject to errors of various sorts.
However, he does not specify what these errors are. One source of error
arises from the unreliability of the observed score. Some unreliability
is then introduced into the predicted scores, since they are determined
by a line fitting unreliable scores. The unreliability is thus compounded
in calculating the residual, the difference between two scores with a
degree of unreliability in each of them.

Michelson (1970) even goes so far as to attack the use of the
linear model. He claims that what is needed 1s a method of predicting
what an increment in an independent variable will do to outcome, given
that the other independent variables are constant. He claims that linear
models should not pretend to do this since they perform an averaging
function.

In summary, residuals have frequently been used to analyze gain
situations. In studies where both individual residuals and group residuals
have been used, there has heen a high correlation between the results
of the two methods. This suggests that the use of school means as input
is preferable, since means are more readily available than individual
scores, and they are more reliahle.

In conclusion, it does not seem possible at the present time to

single out any of the models as being best in defining school effective-
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ness Indices. Each of the models appzars to have its advantages and
disadvantages as noted. Some would argue that it is impossible, from
an examination of statistics alone, to state what method should be used
to analyze a set of data (Hanushek, 1972; Hanushek & Kain, 1972; Linn,
Werts & Tucker, 1971; and Werts & Linn, 1970). Thus, the researcher
needs to carefully analyze the situation he is considering in order to
select the model he feels to be most appropriate.

Some of the models do seem to have restrictive limitations which
greatly impair their use. The researcher who intends to use any of
these models should be aware of the limitations and their co- sequences.

Finally, none of the models presented has ever been validated in
a comparison of schools of known quality. Marco (1973) notes that this
needs to be done in order to see if any of the models are capable of
detecting real differences in eftectiveness.

The next section of the paper deals with sundry technical
considerations which are necessary for conducting a school effective-~

ness study.

OTHER TECHNICAL CONSIDERATIONS

In the introduction, a distinction was made between '"school
effects" and the ''determination of effective schools'. The former in-
dicated those aspects of the school which had an impact on student out-
comes, while the latter involved the ranking of schools by means of
some effectiveness indices. Even though exploration of the latter is
the major intent of this paper, the two concepts are inseparable in

school effectiveness studies. Effective predictors must be identified,
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so that they can be included in models used to determine the effective-
ness indices. It is appropriate at this point in the paper to investi-
gate how problems in identifying these predictors relate to the deter-

mination of which school are more effective than others.

Multiple Linear Regression

The most widely used technique to identify effective predictors
has been multiple linear regression (Burkhead, et al., 1967; Coleman,
et al., 1965; Hanushek, 1972). Typically, the approach has been that
after the independent variables have been entered into the regression
system, the regression coefficients are tested for significance. If
the coefficients are significant, it is concluded that the variable
has a significant effect on outcome. Both standardized and unstand-
ardized regression coefficients have been used for this purpose. The
use of standardized weights enables the regression coefficients to be
directly compared (Werts & Watley, 1969); however, the stability of
such weights depends directly upon the variance of the variables for
which they are coefficients. Unstandardized weights enable the re-
searcher to determine what effect a unit change in some predicter will
have on the dependent measure. Linn, Werts & Tucker (1971) support
the use of unstandardized weights even though they admit that these
do not, in general, lead to es  mates of the relative importance of
the effects. Further support for the use of unstandardizad weights
comes from Blalock (1963), Lina & Werts (1969}, McNemar (1969), Tukey

(1954), and Yap (1973).
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Multicollinearity

A persistent problem when dealing with multiple predictors in
a linear regression system emerges as the degree of dependency among the
predictors increases (see, Althauser, 1971; Blalock, 1963; Bowles & Levin,
1968a, 1968b; Darlington, 1968; Gordon, 1968; Farrar & Glauber, 1967;
and O'Connor, 1972). Econoﬁists and sociologists have named this condi-
tion multicollinearity. Basically, as the correlation among the inde-
pendent variables in the equation increases, the standard error of the
regression coefficients becomes large and estimates of these are unstable.
Blalock (1963) and Gcrdon (1968) note that the problem exists even when
the interdependence among the predictors is low. Farrar & Glauber (1968)
thus prefer to speak of the severity of multicollinearity, rather than

its existence.

Mglticollinearity is a condition arising trom the collective

impact of the predictnrz on each other. Specifically, as the inter-
dependence among the variables X increases, the determinant of xtx
approaches 0. Bowles & Levin (1968b) note that this determinant is
strictly an ordinal measure of the degree of multicollinearity. The
gradient of the determinant as it varies from 1 to 0 is unexrlorad.
For this reason, the seriousness of the problem is difficult to deter-
mine from the sizes of the zero order correlations among the variables.
Hanushek (1972) claims that multicollinearity is a problem
only if the point estimates of the parameters are to be used. For
example, this would occur if the researcher intended to use the esti-
mates as the means for determining which variables in the system should

be retained. A serious degree of multicollinearity may result in an
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improper interpretation of the contribution of such variables. This
would not be a problem, however, if the system were to be used for
prediction only. Thus, multicollinearity does not pose a threat to
the models used to determine effectiveness indices.

The existence of multicollinearity has implications for the
methods used to identify what the relevant predictors are. If variables
are simply added to the prediction system until the increase in the
multiple R is less than some predetermined value, a problem may exist.
Walberg (1971) notes that if the predictor variables are correlated,
the effects of these variables are confounded, and those entering late
in a series of successive tests are less likely to be significant.

More precisely, as redundant predictors are entered into a system

their common predictive value gets averaged, in a weighted manner, over
all of their regression coefficients. Newton & Spurrell (1967) caution
against the use of computer programs without Iinvestigating exactly how
the variables are selected, since the results can differ considerably
depending upon the order of selection. Even though stepwise regression
procedures have been defended by Darlington (1968) and Draper & Smith
(1966), the proper approach is to try every possible combination of
orders. However, if the number of predictors is large, this method mavy
be wasteful of researcher and computer time, and thus can be verv expen-
sive. If the researcher chooses to use a stepwise regression program,

proper checks on the different combinations should be employed.

Partitioning of Variance

Another approach for determining the contribution of the variables
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is the use of the proportion of total variance &accounted for by each
variable. Walberg (1971) argues that examination of this may often

be more useful and valid than determining the significance of the
regression coefficlents, since in the latter there is neither random
sampling from known populations nor random assignment of response units
to treatments. Thus, the probability values for the parameters may be
meaningless and statistical inference may be unwarranted. Ward (1969)
warns that gometimes nonsense occurs in partitioning the variance. He
cites Werts (1968), where some negative components are present. Bowles
& Levin (1968a) indicate that, in the presence of multicollinearity,
proportion of variance explatned by each variable is misleading as an
index of importance.

Two alternatives have been offered to the partitioning-of-
variance method. The first is commonality analysis (Coleman, 1970;
Mayeske, 1970; Mayeske, et al., 1969; Nuwton & Spurrell, 1967; and
Tatsunka, 1973). Commonality amalysis partitions the accounted-for
variance into a part uniquely associated with one subset of predictors,
a part uniquely associated with the complementary subset of predictors,
and a pari aiiributable to either of the two subsets. The last is
called the commonality. The technique is an heuristic device for ex-
ploring how a large set of variables may be meaningfully partitioned
into several subsets. If the commonalities are large relative to the
unique parts, the partitioning is ne* an useful one. It is a signal that
the "'right" partitioning has not been made, or that good indicators of

the factors are unoi preeent, or both.
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The second alternative to partitioning the variance is faccor
analysis. Creager (1971) prefers this to commonality analysis siace
the former is an orthogonal method of grouping the variables while the
latter is nonorthogonal. Mood (1971) rec>mmends factor analysis since
he claims that individualiregression coefficients will seldom give much
help i1n identifying relevant variables. However, Mood notes that in
the present state of understanding, factors would have to be selected
mostly by intuition. Stephenson & Beard (1971) employed principal axis
factor analysis in their study of the school, sccial, and economic en-
vironment in Florida. Dyer (1972b) recommends factor analysis as a
variable reduction technique when many variables are available. If the
researcher is satisfied with the results of the factor analysis, the
factor scores could be used as measures of the predictors in whatever

gtatistical model is selected to determine effectiveness indices.

Partial and Part Correlation

Partial an. part correlations have also been employed to deter-
mine school effects. In particular, the partial correlation between
the school variable and the outcome variable with input controlled has
been used. Also, the part correlation between the school variable and
the outcome variable with the input partialed out of the school variable
or out of the outcome variable has been used. It has been noted often
in the literature that partial regression coefficients are superior to
either of the above because controls for input may be introduced without
underestimating the magnitude of the true effects (see, for example,
Astin, 1963; Blalock, 1963; Richards, 1966; Tukey, 1954; and Werts &

Watley, 1968, 1969).
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Werts & Linn (1969) showed how partial correlations, part correla-
tions, and standardized partial regression weights are related to each
other. Furthermore, they demonstrated that the optimal method to use in
any study is a function of the hypothesis one wishes to support and the
pattern of obtained correlations. In other words, a method is available
to support the researcher's biases. This fact alone should prompt a
very careful review of the techniques used in any school effects study
before the findings can be interpreted correctly.

In summary, the determination of which predictors are important

involves many methodolugical problems.

Model Specification

Once the researcher has decided on tt predictors and the model
he wishes to use to determine the effactiveness indices, two major sources
of error loom as threats to his study. Omne source of error deals speci-
f.cally with the choice of the model and is called specification error.
The second source of error deals with the measures of the variabl:s and
will be discussed later.

There are two forms of specification error. One arises from
an inappropriate choice of model to represent the rezlity of the situa-
tion, and the other arises from an improper choice of predictors. Both
types will be discussed briefly.

With the ex-eption of Model 4, each of the models discussed 1is
a speclal case of the general linear model (Cohen, 1968; Winer, 1971).
Thus, if any of these are used it 1s assumed that the proper relation-

ship between the predictors which have been identified as important can
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be adequatelv cressed in terms of a least squares additive model. This
is almost ertainly not an accurate representation of reality. However,
under the clrcumstances, such models are probably tne best available at
the present time. These models are used because they are familiar and
have a strong statistical foundation. However, they are to be used

with care, since they are aimost certainly inadcquate representations of
the way the variables act, separatcly and jointly, to affect the dependent
variable.

Given that the general linear model is probably the best avail-
able at the present time, which form of the model should be used to
specify the relationships? Should only linear terms be used, or will
the introduction of produr%, quadratic, or higher order terms into the
mode . lead to better specification? Before using any one of the models,
the researcher ought to obtain a scatterplot of the variables. Usually
a model with linear terms provides a grod fit unless the relationship ies
obv’ously curvilinear. In the event of more than one predictor the pro-
blem is more complicated, since more than two dimensions are involved.
Walberg (1971) recommends checking linear terms before leoking at product
and polynomial terms. The gain that may be made in prediction using
these terms may not be worth the extra work involved. Richards (1966)
and Hanushek (1972} argue for the use of interaction terms, since this
is more consistent with their a priori views about the educational pro-
cess. Hanushek used interaction terms, and he concluded that the statis=-
tical properties of the model s2emed Letter than when these terms were

not included. His criterion for "betterness' was that the parameter
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estimates had higher t-values associated with them, thus reflecting
greater precision. However, this criterion as a measure of greater
precision does not appear to have any statistical foundation. Tuckman
(1971) also used these terms, but his results were difficult tc inter-
pret due to the lack of a clear pattern.

The second type of specification eiror is due to improper selec-
tion of pradictors. Failure to include predictors which influence the
dependent variable and which are uncorrelated with the other predictors
in the cystem will generally result in poorer prediction. In addition,
failure to include predictors which are correlated with the other pre-
dictors in the system will generally result in different estimates for
all of the variables studied. The extent of the seriousness of this
type of ersor is not discussed in the literature and probably is unknown.
Hanushek (1972) does mention that misspecification is more serious 1f
initial achievement is not included as one of the predictors.

The key to minimizing specification error of this type seems to
be to select predictors on the basis of sound theory and prior research
(Dyer, et al., 1967; Gordon, 1968; Tatsuoka, 1973; Werts & Watley, 1969).
Cain & Watts (1970) claim that the most serious gap in education today
is inadequate theory. Hanushek & Kain (1972) encourage radical experi-
mentation in an attempt to uncover proper, and possible hitherto unknown,
predictors.

Intimately related to this type of specification error is the
problem of imprecis: representation of a theoretically justified variable.

A measurable representation of a theoretical variable will be called a
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proxv variable. For example, theory would probably demand that teacher
quality be included as a predictor of student achievement. The question
then arises as to how teacher quality should be represented. Some proxies
of teacher quality that have been used are verbal scores (Coleman, et al.,
1966), recency of latest educational experience (Hanuskek, 1972}, and
years of experience (Burkhead, et al., 1967). Are any of these, singly

or jointly, adequate representatioas of teacher quality? Exactly what
constitutes teacher quality if largely unknown, and to think that it can
be captured by one measure or by a number of measures at our stage of
understanding is probably misleadirg. The same remarks apply to any num-
ber of other variables of interest in school effectiveness studies. Hence,
specification error is compounded by poor proxies.

In summary, errors due to model specification are almost certainly
present in school effectiveness studies. These errors operate in unknown
ways and with unknown seriousness. The researcher should be aware of this
and attempt to reduce both types of specification error by carefully selec-
ting predictors and proxies according to sound theory and prior research.
In addition, he should attempt *o choose a statistical model which best
captures the rcality of the situation as he perceives it. Cain & Watts
(1970) warn that the role of a variable in affecting outcome is meaningful
and interpretable only in the context of a carefully specified an 'heo-

retically justified model.

Measurement Error

The second major source of error in school effects studies is

measurement error. Herriott & Muse (1973) note that little attention
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has been paid to this problem in the studies of educational effects.
Dyer (1972b) speaks of the importance of appropriately measuring the
variable to be used in the study. To the extent that measurement error
is present in the predictors, problems with the assumption of error-free
measurement of the classical linear prediction model are encountered.
Errors in the dependent measure, even though tolerated by the theory,
will result in poorer prediction, and hence work against proper designa-
tion of etfectiveness indices.

Various sources of measurement error are present in school studies,
The major source is the unreliability of the proxy measures used for the
independent and dependent variables. Not only are some proxies poor re-
presentations of the theoretically justified variables, but many times
the measures used to specify the proxies are inadequate. For example,
teacher quality may be represented by the proxy teacher experience,
which is measured in years of teaching. Is "years of teaching'" really
a good measure of experience? Dyer (1972b) notes some practical consi-
derations which contribute to error: inconsi_.tencies in the data supplied
by the schools, confused record keeping, and the tendency to fill up
information gaps with impressionistic or fictitious data.

In summary, measurement error and specification error are closely
related. Measurement error existing in the predictors of the model cause
assumptions to be violated. Error existing in the dependent variable
affects the prediction of effectiveness indices. In general, existence
of measurement error almost certainly works to bias the determination of

the effectiveness indices.
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The Predictors

The researcher must decide which variables *: include as predictors
in his model. As mentioned previously, the two criteria which should be
employed in this choice are theory and previous research. By theory is
meant the researcher's conception of how certain variables ought to inter-
act to produce change in outcome. By previous research is meant what
variables have been found by others to relate significantly to the outcome
under consideration. This section of the paper will deal briefly with
the findings of previous research.

Two extensive reviews of school effectiveness studies are avail-
able. Guthrie (1970) reviewed 19 school effectiveness studies. He found
that in all of these studies, SES seemed to be strongly related to achieve-
ment. When SES is controlled, other variables emerge as relating signi-
ficantly to achievem=nt. It is clear from this review that these other
important predictors vary from situation to situation. This variation
might be due tc the type of school variable investiaged, the type of
outcome considered, the sample used, the model which was employed, or
the type of external controls used. When searching for important pre-
dictors, each of these should be carefully considered. Guthrie includes
a summary chart listing the authors, a description of the sample, the
outcome measures, and the school variables which emerged as significantly
affecting achievement.

Spady (1973) reviewed 12 studies concerned with the impact of
school resources on outcomes. Nine dealt directly with financial expen-

ditures, in addition to other variables, and presented somewhat inconsis-
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tent results. The remaining three raised questions about the importance
of teacher experience and formal training of teachers as predictors of
student achievement. Spady concluded that teacher experience must be
regarded as an inadequately studied variable whose effect on achievement
remains obscure.

Any researcher contemplating a school effectiveness study should
begin with these two reviews. In addition to these, suggestions for
predictors can be found in Burkhead, et al. (1967), Coleman, et al. (1966),
Dyer, et al. (1967), Hanushek (1972), Metfessel & Michael (1967), Stephen-
son & Beard (1971), Tuckman (1971), and U. S. Office of Education (1971).

The researcher should not blindly accept the findings of such
studies, however, when searching fer important predictors in his particular
situation. These should merely act as guidelines as to what variables may
be important. Some problems may be present in these studies which cloud
the importance of one or several predictors. Guthrie (1970) pointed out
in his review that most of the studies considered did not take into account
the student's entering capabilities nor the type of experiences he parti-~
cipated in outside of school. When these are entered into the model,
different variables may emerge as important. In fact, Spady (1973) hints’
that the omission of such variables as intelligence and motivation may
inflate the estimated impact of SES on achievement.

A second problem in past studies, as noted by Levin (1970), is
that there has been no attempt to specify in a systematic way the parti-
cular formulation of how schools affect achlievement. The approach has
been rather haphazard. When reviewing a study, the researcher should

look for some evidence of an underlying theory.
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A third problem is the probable confounding of many of the pre-
dictors. A good example may be the confounding of SES variables with
school variables. Since the study by Coleman, et al. (1966), there has
been a concerted effort to show that some school variables are indeed
important predictors of achievement. However, when such variables are
entered into a model with SES variables, the latter consistently emerge
as explaining most of the variation in school achievement or similar
outcome measures. The Coleman study has been severely criticized for
inadequate measure, inappropriate proxies, and inappropriate statistical
techniques (Bowles & Levin, 1968a; Cain & Watts, 1968; Campbell & Erle-
bacher, 1970; Guthrie, 1970; Michelson, 1970; and Spady, 1973). The
criticisms are no doubt valid$ however, other reasons may exist to explain
the results found by Coleman. Wortﬁington & Grant (1971) argue that
the economic and social factors of the area in which the school is
located may be reflected in the curriculum, grading standards, and ge: 2ral
intellectual atmosphere of the school. Michelson (1970) and Spady (1973)
note that a bias exists against finding a significant effect of school
resources on outcome which is created by a preselection of neighborhoods
and schools by certain groups of people, and the preselection and grouping
of students into different ability groups, tracks, and even schools on
the basis of their previous achicvement and SES. All of these factors
contribute to the coufounding of the predictors.

Another consideration which should be made by the researcher is
that possiblv some variables have never even been considered as predictors

of achievement or other outcomes. Dyer (1972b) mentions in passing that



-48-

nutritional and neurological facts that affect growth have never been
considered. There may be others.

Thus, the researcher should scan the literature for suggestions
and insights. The predictcrs which emerge from these considerations should
be tested against the researcher's previously established theory, and
elither rejected or confirmed. Finally, the variables should be entered
into the model chosen by the researcher, and some decision made on their

appropriateness.

Input sand Output

Since schools are being compared in terms of effectiveness, this
implies the use of some criteria probably based on the goals or objectives
which the schools hold as important. Thus, the specification of outcome
should be along a dimension commensurate with the goals against which the
schools are being compared. Levin (1970) argues that 1f only a single out-
come is used, insights are gained only along one dimension and comparisons
can be made only along that dimension.

The researcher must be ready to accept that even when a goal
can be specified which is common to a group of schools, this goal will
probably not receive the same stress in each school. Levin notes that in
these cases the relation between any single output and school resources
will be underéstimated.

Another problem facing the researcher is the choice of an appro-
priate outcome variable which will represent the goal common to a group
of schools. For example, suppose such a goal involves increasing the

studznt's ability to read. Would a vocabulary test be an appropriate
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measure of this outcome, or should a reading comprehension test be used?

Once that decision is made, it may turn out that the outcome
variable chosen may have nothing to do with the determination of what
schools are most effective. For example, Hanushek {1972) notes that the
use of verbal scores as an outcome measure may be more closely linked to
home environment than to the school environment, and thus harder for schools
to affect than some other outcome measure.

The proper approach to the identification of efficacious outcome
is, once again, through theory and experimentation. However, usually
the issue will be decided by convenience; that is, by what measures are
possible and practical in a given situation. For example, prgctically
every school used some kind of standardized testing on a regular basis.
Use of these measures as outcomrs would be convenient for these schools.
In addition, often these tests involve the testing of basic skills: read-
ing and mathematics. Therefore, many times these are the bases on which
schools are ranked in effectiveness. Measures of social development,
physical fitness, and attitudes are not as available, and thus are rarely
used as measures of school effectiveness.

Once the outcome measures have been decided upon, what inputs
should be used? Must the input measures be exactly the same as the out-
come measures? For example, can the Iowa Test of Basic Skills be used
as input in the 6th grade and the Comprehensive Test of Basic Skills be
used as outcome in the 8th grade? The evidence seems to suggest that
only tests of similar structure need to be used, for example, two math

computation tests or two vocabulary tests. Campbell & Erlebacher (1%$72)

N
Sy
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state that no satisfactory analysis is possible when the pretest is not
similar in structure to the posttest. Cronbach & Furby (1970) even ques-
tion whether the same test given on two different occasions is ever mea-
suring the same thing. Bereiter (1963) hints at the possibility of the
same kind of test measuring different things when given at different
times, although he states that the meaningfulness of change scores does
not depend upon a test's measuring the same thing on two different occa-
slons. Thus, the dilemma is a false one.

In practice, both equivalent and nonequivalent forms have been
used. For example, Dyer, et al. (1969) used alternate forms of the Iowa
Test of Basic Skills for input and output. Burke (1972) used the Metro-
politan Achievement Test as input in the 2nd grade and the Comprehensive
Test of Basic Skills as output in the 6th grade,.

Despite the convenience and availability of standardized tests,
use of these instruments as input and outcome measures fo? school effec—
tiveness model~ 1is not without hazards. TFirst, these test generally con-
tain items covering a broad range of curricular objectives, and may not
be very good measures of any particular set of objectives. They are usu-
ally intended for nationwide use and may not meet the specific needs of
local schools for a measure of effectiveness. Tailored instruments devel-
oped for use in state testing programs are probably more suitable as mea-
sures of effectiveness for those schools in that state.

Second, standardized tests are constructed in such a way that it
is difficult for schools to show much gain from input to outcome. Thus,

schools scoring high on the input will not be able to gain much on the
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outcome. This hazard is especially pertinent in Model 4. Also, when
equivalent tests are used in Model 4, the reliability of the difference
scores is low. Furthermore, as noted in the critique of this model,
schools low on the input will tend to show larger gains. This diffi-
culty exists to a lesser extent in the other models which use a predic-
ted outcome approach rather than simply considering raw gain from input
to outcome.

In summary, outcome variables which are adequate and practical
measures of a dimension on which to validly compare schools as to effec-
tiveness need to be identified. For each outcome measure, a corresponding

input measure of at least similar structure needs to be used.

Unit of Analysis

Whether to base the effectiveness study on the comparisons of
school systems, individual schools, or individual classrooms depends to
a great extent on who wuants the study done. A state commissioner of educa-
tion would probably be most intercsted in comparing the effectiveness of
the different districts in his state. A county superintendent may be inter-
ested in comparing the individual scheols within his district, while a
school principal would probably be more interested in comparing the effec-
tiveness of several different classrooms of the same grade level within
his school.

Different problems will be encountered in each situation. As
the unit of analysis becomes more encompassing, homogeneity of goals be-
comes somewhat of a problem. However, an advantage here is that a larger

number of pupils are available, and the unit can be compared over a lenger
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period of time. As the unit becomes more restrictive, fewer students are
available and the practical constraints of time are present. For example,
individual classrooms would probably not remain intact within a school for
more than a year, thus prohibiting a loager time interval for‘the study.
This may be crucial since it may take a longer time for the effectiveness
of a unit to become manifest. On the other hand, school districts could
be compared over a period of several years.

The study reported by Dyer, et al. (1969) utilized school systems
as the unit, while the studies reported by Burke (1972), Forsyth (1973),
and Marco (1973) utilized individual schools as the unit. No study using

individual classrooms as the unit has been found.

Longitudinal and Cross-sectional Data

A longitudinal study is one in which the input and output measures
are taken on the same group at two different times. For example, input
measures are taken for all 6th-grade students at a certain school, and,
two years later, outcom: mcasures are obtained for the 8th-grade students
in that school. If the two groups consist of exactly the same students,
the data is called ratched-longitudinal. 1f the composition of the two
groups is not exactly the same due to additions and/or deletions, the data
is called unmatched-longituvdinal. Matched-longitudinal data can consist of
individual scores or group means, whereas ummatched-longitudinal data must
consist of group means.

A cross-sectional study is one in which the input and outcome
measures are ohtained for different groups, usually sinultaneously, or

at least within the same school year. For example, measures are obtained



O

ERIC

Aruitoxt provided by Eic:

-51-

for the 6th-~ and &th-graders of a certain school during the same year.,
The 6th-grade measures constitute input, and the 8th-grade measures,
the ou=come. Group measures are required with this type of data.

The primary advantape of cross-seccional data is the relative
ease of obtaining jt. Since the measures can be obtained during the
same year, a painstaking search of student records or the need to wait
several years between measures can be avoided. If the researcher wishes
to use cross-sectional data in schoul effectiveness studies, he must
assume that the outcome group, when they were at the same level as the
present input group, would pzrform the same way on th: input measures
as the present input group performed. Failure to meet this condition
would certainly lead to erronecus interp:etation of relative effzctiveness.
Realistically, the researcher probably has no way to chezk on whether
this condition is satisfied, for if he did he would almost certainly use
the data in a longitudinal sense.

Despite this limitation, Herriot & Muse (1973) note the presence
of this type of data in school effectiveness studies. In particular,
Tuckman (1971) used cross-sectional data in an input-output model. Hanu-
shek & Kain (1972) argue that the use of cross-sectiosnal data clearly
tends to underestimate the total effects of educational inputs on achieve-
m.nt. However, they do claim that some informaticn can be obtained on the
usefulness of certain predictors using this type of data, but they caution
that the results must be carefully interpreted. Marco (1973) found a
correlation of .79 between ~ffentiveness indices obtained by using longi-

tudinal data and estimates of such obtained from using cross-sectional
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data. However, no cross-validation woes performed on a separate sample
of schools.

From purelv theoretical ~onsiderations, longitudinal data would
seem superior to cross-s cticna! lata, since the tormer allow a direct
measure of chinie winile tho fattor do not,  YHowever, the loss in preci-
sion resulting {rem the . e crosa-sectional data may well be worth the
avoidance of todiou, dita colicotion proceldures necessarvy with longitu-
dinal data.

Dver, ot al. (1949) investigated the use of the different types of
data in their pilot study. Four samples were used in the study: matched-
longitudinal using individual scores (sample 1), matched-longitudinal
using group means (sample 2), unmatched-longitudinal (sample 3), and cross-
sectional (sampie 4). tCorrelations were obtained between the residuals
from the regression surtface on each of the six outcome measures employed
for each of the samples. The twn matched-longitudinal samples (1 and 2)
had a median correlation of .93, The median correlations among the other
possible combinations ranced from -.07 (1 with 4) to .36 (2 with 3). Thus,
the results seem to indicate that for the three-year time interval covered
by the studv, unmatchced-lenvitudinal or cross-sectional samples cannot be
relied upon to produce the same results as matched-longitudinal samples.

In summarv,y the researcher is advised te employ matched-longitudinal
data whenever fedsible. Poth from theoretical and experimental consider-
ations, this tvpe of data appears supcrior to alternatives. Unmatched-
loneitudinal data do provide 4 direct measure of change over time, but the
possibility of a radicai chanve in the composition of the group looms as a

threat to Irterpretation of resultg. Fven thouch cross—-sectional data are
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the most practival irow the standpoiats of availability and ease of collec-
tion, thev would appe.r In 1most cases to have severe limitations which

preclude their use ir schoeel offcotivencan ctudies.

Multivasiate aed iinivariate Analvaes

! Eoe most vt s ltipie d peadont ceasures analvzed jointly
have not been wsed uo« Bl erie tiveness studies. FEven though multiple
outcomes have been considered be mest studices, scparate univariate analyses
have been conducted on cach dependent variable (s»e, for example, Burkhead,
et al., 1967; Coleman, ¢t al., 19%o0; Dver, ot col., 1969; and Forsyth, 1973).
Several reasons for this trond are offered. First of all, many researchers
are not acquainted with multiviriate techniques. Multivariate analysis is
just beginning to make its appearance in educational research, Tatsuoka
(1973) indicatos that the first treatise en multivariate analvsis addressed
specifically tn eda aticnal resear.hirs was by (oolev & Lohnes (1962).
Since then notable contributions have been made bv Bock (1973), Cooley &
Lohnes (1971), Morrisen (1967), Tatsuoka (1971), aud Van de Geer (1971).

Sevondlv, even it mal-ivariate techniquee are familiar, many re-
searchers are more comfortable with univariate techniques. Univariate com-
puter programs are readilv available and cacier to use; interpretation of
univariate resulte is usaaliv casier and the researcher is assured that
his readors will more readity understand his atteswpt to convey univarilate
results iasrewd of mattivariate resuelts.

Thirdly, basic misconceptions shout mmltivariate analysis seem to
exist amony come resear-hers.  Yor cwampie, Rock, Baird, & Linn (1972)

argue that sinc-. the overall multivariate F for a particular problem was
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not significant, ;oo » tersco uion based on the univariate F's was
not warranted. This interpretiti n completely disregards the fact that
the significance of . cveral ! olvivariate F is not dependent upon the

significance oU coeh anlvar! Lo b,

The wve of =ultivariat. oohniques ccems {deal for school effec-
tiveness studies, Coricialy, tio srfeotiveness of a school needs to be
assessed on more o o et ot the oweanes of such a study

are multivarfate 1 natare.  School 2ffectiveness can thus be considered
globally as it relates o0 D cuoco o, and the use of multiple cutcomes
jointly allows the wivia®les t0 b analvzed {n such a way so as to make
use of the inherent dependency prosent amene the measures., Multivariate
analysis can shel 1i-ht cr fust how ¢ach variable contributed to the over-
all effect, prectscly he v the variables are considered simultaneously
(Tatsuoka, 1973). T[he warving appears ‘requently in the literature than
any variable considered in isolation may affect the criterion differently
from the way it will act {o the company of other variables (Morrison, 1967;
Walberg, 1971).

The resecarcher is cencouraged to consider a multivariate analysis
of his data when conducting o schocl effectiveness study. Procedures exist
to adept the models presented in this paper to handle multiple dependent
measures. Anv of the bas:ic references provided above could be used., In
addition, since unjvariate annlysis fs a spacial case of multivariate anal-
ysis, the rescarcher can cenvenienily obtain the resulrts of the separate
univariate analvses, if he so Jdesires. Finally, a warning is in order.
Multivariate procedures sbeuald not be used blindlv., The researcher should

be familiir with the procodor & and the problems involved with the inter-
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pretation of the results. The uncritical, mechanical use of sophisti-
cated techniques that have become possible through the widespread availl-

ahility of computers and ''canned programs' is to be avoided.
CONCLUSTON

The researcher who intends to conduct a school effectiveness
studv is faced with many methodological considerations. This paper has
focused on thie major considerations and has provided some guidelines,
based on logical thinkiny and prior research, so that the researcher may
be able to make informed decisions when faced with these considerations
in his study. Unfortunately, since the problem is so complex, no defin-
itive solution te many of the problems encountered can be offered. What
is offered is thé® experience and findings of other researchers who have
tackled similar problems, so that these might prove helpful to the re-
searcher when he encounters these same problems in his study.

In the introduction, a distinction was made between studies de-
signed to identifv effective predictors of student development, and those
designed to identify more effective schools. 'The close relationship between
these two types of studies was noted. The former was viewed as a prere-
quisite for the latter in most cases. The methods considered in this paper
mostly concern the latter type of séudy.

The Dyer Model and the Product?sn Process Model were proposed as
providing a theoretical basis for school effectiveness studies and an over-
all strategy for conducting them. Both models help identify important
classes of variables, and provide a plan as to how each class might be most

usef:1l in schoel studies.
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The six models proposed as methods of calculating effectiveness
indices were thoroughly discussed and critiqued. The Within-School Re-
gression Model (2) and the two residual models (5 and 6) were found to
be the most appealing from a theoretical viewpoint. Model 2 allows for
indices to be computed at different levels of input, and for this reason
1s particularly appealing. However, the data collection problem that it
involves and the instability of the indices found in the one study in
which this model was used may render it impractical. There 1s a need for
Model 2 to be applied in a carefully designed study to test {tsg practical
applicability. Results from Models 5 and 6 have been rather similar.
Since Model 6 employs means instead of individual observations, it is re-
commended for use in situations where the researcher has reason to believe
that the results from both models will be similar. The other three models
(1, 3, and 4) have severe limitations which will greatly hamper their use
in most studies.

The validity cf the six models needs to be studied. Until the pre-
sent, each model has found favor or disfavor due to theoretical considera-
tions or to the amount of agreement shown when applied to real data, There
is a need to apply these models to schools of known quality to see if any
or all of them are capable of detecting differential effectiveness among
schools. Until this is done, the researcher is advised to employ Models
2, 5, and 6, and compare their results.

Selection of the appropriate predictors should be based on sound
theory and prior research. However, past research should be carefully

scrutinized by the researcher for possible methodological failings. There
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is a pressing need for a well developed theory of what variables, both
individually and jointly, affect student development. In addition, there
is the ever present need for well designed studies to identify effective
predictors.

The choice of outcome measures depends upon the determination of
the dimension along which the schools are to be compared. TIf valid com~
parisons are to be possible, the researcher must be able to identify dimen-
sions consistent with the goals and objectives ol the schools to be com-
pared. Once the outcome measures are specified, input variables should be
of the same type as the outcomes, but measured at an earlier time. Matched-
longitudinal data are recommended over unmatched-longitudinal or cross-~
sectional data despite the more cumbersome collection involved.

Whether the units to be compared are school systems, individual
schools, or individual classrooms depends mainly upon the purpose of the
study. The size of the unit does have implications for the size of the
sample that cin be used and the time interval over which the study may be
conducted.

When multiple outcomcs are considered, a multivariate analysis of
the data 1s superior to separate univariate analyses. However, the re-
searcher should be familiar with guch techniques before he attempts to
apply them. Mechanical use of canned computer programs should be avoided.

Finally, two major sources of error in school effectiveness studies
arise from improper model specification and inadequate measurement. Once
important variables have been identified by theory and prior research,

there is a pressing need to develop appropriate representations or proxies
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for these variables, and then to develop adequate measures of these
proxies.

In conclusion, research is needed to identify effective predictors
of student development and to determine which models designed to produce
effectiveness indices are valid. The identification of effective predictors
includes the development of an adequate theory of what does affect student
development, adequate representation of the variables so identified, and
adequate measures of these representations. Some research has been going
on in this area in the past several years, but without much success. Still
relatively little is known about what affects student change. There has
been no research done on the validity of the models for calculating effec-
tiveness indices. With a concerted effort on the part of educational re-
searchers;, scclologists, economists, and other researhers, hopefully some
of these problems wili be solved in the near future. Schools do make a

difference. Let's find out why.
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